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Automated Analysis of Single-Molecule Photobleaching Data by Statistical
Modeling of Spot Populations
Clarissa Liesche,1,2 Kristin S. Grußmayer,3 Michael Ludwig,3 Stefan Wörz,1,2 Karl Rohr,1,2 Dirk-Peter Herten,3

Joël Beaudouin,1,2 and Roland Eils1,2,*
1Division of Theoretical Bioinformatics (B080), German Cancer Research Center (DKFZ), Heidelberg, Germany; 2Department for
Bioinformatics and Functional Genomics, Institute for Pharmacy and Molecular Biotechnology (IPMB) and BioQuant, Heidelberg University,
Heidelberg, Germany; and 3CellNetworks Cluster and Institute for Physical Chemistry, BioQuant, Heidelberg University, Heidelberg, Germany
ABSTRACT The number of fluorophores within a molecule complex can be revealed by single-molecule photobleaching im-
aging. A widely applied strategy to analyze intensity traces over time is the quantification of photobleaching step counts. How-
ever, several factors can limit and bias the detection of photobleaching steps, including noise, high numbers of fluorophores, and
the possibility that several photobleaching events occur almost simultaneously. In this study, we propose a new approach, to our
knowledge, to determine the fluorophore number that correlates the intensity decay of a population of molecule complexes with
the decay of the number of visible complexes. We validated our approach using single and fourfold Atto-labeled DNA strands. As
an example we estimated the subunit stoichiometry of soluble CD95L using GFP fusion proteins. To assess the precision of our
method we performed in silico experiments showing that the estimates are not biased for experimentally observed intensity fluc-
tuations and that the relative precision remains constant with increasing number of fluorophores. In case of fractional fluorescent
labeling, our simulations predicted that the fluorophore number estimate corresponds to the product of the true fluorophore num-
ber with the labeling fraction. Our method, denoted by spot number and intensity correlation (SONIC), is fully automated, robust
to noise, and does not require the counting of photobleaching events.
INTRODUCTION
Several approaches have been developed to count fluoro-
phores in molecule complexes. For example, fluorescence
fluctuation spectroscopy can deliver the fluorophore number
of moving complexes from an ensemble measurement (1,2).
In contrast, one can also count fluorophores by imaging sin-
gle molecules. Prominent techniques for this are localiza-
tion microscopy such as photoactivated localization
microscopy/stochastic optical reconstruction microscopy
(3); counting by photon statistics (COPS), which relies on
photon antibunching (4,5); or single-molecule photobleach-
ing (SMPB) imaging (6,7). Those methods have different
technical demands and different fluorophore requirements
(5,8). In particular, SMPB imaging allows the use of both
GFP-like fluorescent proteins and organic dyes and is tech-
nically easy to implement.

SMPB consists of photobleaching single fluorescent com-
plexes while imaging them. Plotting the intensity over time
of each complex generates a trace that appears as a staircase,
with steps corresponding to the photobleaching of one or
more individual fluorophores within the complex. The
main methods used to infer the average fluorophore number
per complex from photobleaching traces are the direct step-
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counting approach and the total-versus-single-step-inten-
sity-ratio approach (9). The first approach consists in
imaging until all fluorophores are photobleached and count-
ing the number of photobleaching steps (6,7). In particular,
fitting a binomial distribution to the step count histogram al-
lows estimating the fluorophore number per complex, even
when only a fraction of molecules in the population is
labeled (10–12). In previous studies, this method was
applied for small fluorophore numbers, for example, four
(11), five (13), six (10), and seven (12) fluorophores. In
the second approach, particularly relevant for higher
numbers, the individual steps are not counted, but instead
the fluorophore number is estimated by relating the initial
intensity of single complexes and the intensity of single-
step photobleaching (14,15). Photobleaching step identifica-
tion was optimized with respect to instrumentation (16),
noise minimization (17), and automatic step detection
(12,13,18). Nevertheless, especially with the step-counting
approach, it generally appears that the quality of the step
identification has to be checked and the rejection of ambig-
uous traces has been reported (11–13).

While analyzing SMPB experiments with fluorescent
proteins, we realized how challenging the step identification
could be. Both the identification of all photobleaching steps
for the counting analysis and the identification of single
steps that could be used as a divider to estimate the stoichi-
ometry from the initial intensity appeared difficult and
http://dx.doi.org/10.1016/j.bpj.2015.10.035
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subjective. The main reason for this limitation is the pres-
ence of noise. Therefore, we set out to explore a method
to estimate the fluorophore number from SMPB intensity-
time traces independent of step identification. Our proposed
method consists of relating the fluorescence intensity decay
of a population of complexes to the decay of the number of
visible complexes. All the fluorophores within the complex,
visible as a diffraction-limited spot, have to be photo-
bleached for the spot to disappear. Therefore, if a complex
contains more than one fluorophore, the spot number decay
appears slower than the fluorescence intensity decay. We
developed a statistical model to quantitatively interpret
this delay to estimate the average fluorophore number per
complex.

As a proof of concept, our method allowed the correct
estimation of single- and fourfold-labeled DNA probes
with three different fluorescent dyes, Atto542, Atto565,
and Atto647N. We could also determine with GFP fusions
that the soluble form of human CD95 ligand, which binds
to the death receptor CD95 but has a weak capacity to
induce apoptosis, remains trimeric in the picomolar range.
Using computer simulations, we found that our method is
robust to noise and therefore particularly relevant for
SMPB performed with fluorescent proteins. It tolerates
limited fluorophore blinking, and because the method is
based on statistical analysis of multiple fluorescent traces,
we observed that the accuracy improved with increasing
spot numbers per analyzed image region. Moreover, simula-
tions predicted that our method can be used to estimate a
high number of fluorophores per complex. Interestingly,
when fluorescence labeling of the analyte is incomplete,
the fluorophore number estimate corresponds to the product
of the labeling fraction with the number of fluorophores if
labeling was complete. In this context, using a priori knowl-
edge of one of the two parameters, the fluorophore number
or labeling fraction, allows for the direct estimation of the
other. Our method is an attractive approach for the analysis
of SMPB data as it does not rely on individual photobleach-
ing step detection, the most laborious and subjective part of
previous approaches. Importantly, the analysis of intensity
traces is fully automated and permits the use of the total
set of traces without having to reject the ambiguous ones.
MATERIALS AND METHODS

Preparation of DNA probes

Oligonucleotides were custom synthesized and purified using high-perfor-

mance liquid chromatography (HPLC) by Sigma-Aldrich (Taufkirchen,

Germany) or by biomers.net (Ulm, Germany). NHS-ester and azide-modi-

fied Atto647N, Atto542, and Atto565 were bought from ATTO-Tec (Sie-

gen, Germany). The tetra probes consist of a biotinylated DNA strand

with 94 bases of four 23-base repeats (tetra0) and the complementary strand

(tetra). Tetra contains four 20-O-Propargyl uridine (pU) bases that are

coupled to the respective azide-modified dye and purified using HPLC by

biomers.net. All sequences are given 50-30. Tetra0: C6 Amine-AAC GAG

GAG GAC CCC TAT CCC AAA ACG AGG AGG ACC CCT ATC CCA
AAA CGA GGA GGA CCC CTA TCC CAA AAC GAG GAG GAC

CCC TAT CCC AA- Biotin. Tetra: (pU)TG GGA TAG GGG TCC TCC

TCG TT(pU) TGG GAT AGG GGT CCT CCT CGT T(pU)T GGG ATA

GGG GTC CTC CTC GTT UTG GGA TAG GGG TCC TCC TCG TT.

The mono probes consist of a biotinylated DNA strand with 22 bases that

is modified with the NHS-ester of the respective dye via a C6 amine linker

and the complementary strand (mono0). Mono0: AAA AAC GCA AAG

CAA GCG CGG G. Mono: Biotin-CCC GCG CTT GCT TTG CGT TTT

T-C6 Amine. Contrary to the tetra probes, mono probes were labeled and

purified by ourselves as previously reported (4). Tetra probes and mono

probes were formed by adding the respective two complementary DNA

strands in a 1:1 ratio (1 mM) in 1� phosphate buffer solution (PBS) fol-

lowed by hybridization through heating to 90�C for 4 min and subsequent

cooling to 25�C (1�C in 30 s) in a thermocycler (PTC-100, MJ Research,

Waltham, MA).
Absorption measurements

Ensemble UV-Vis absorption measurements with a Cary 500 Scan UV-Vis

spectrometer (Varian, Darmstadt, Germany) were used to calculate the de-

gree of labeling (DOL) of the DNA samples in PBS pH 7.4. Absorption

measurements were baseline corrected against pure solvent. The DOL

was computed via Lambert-Beers’ law as the relative concentration of flu-

orophores and DNA in the solution using the known molar extinction coef-

ficients ε_max and ε_DNA of the dye and the DNA at the absorption

maximum and at 260 nm, respectively, and the correction factors (CF) pro-

vided by the manufacturer. The DOL ¼ (A_max/ε_max)/(A_DNA/

ε_DNA) ¼ (A_max*ε_DNA)/((A_260-CF*A_max)*ε_max), with A_max

being the absorbance at the absorption maximum of the dye, and A_260

the absorbance at 260 nm.
Single-molecule surface preparation

All experiments were conducted in Lab-Tek chambered coverslides as in an

earlier study (4) In brief, the slides were cleaned twice with hydrofluoric

acid (0.1 M) for 5 min, followed by three washes with 1� PBS. To function-

alize the glass surface, BSA and BSA-Biotin (20:1 ratio, 5 mg/mL total)

were incubated for 30 min at room temperature followed by three washes

with 1� PBS and subsequently treated with streptavidin (0.1 mg/mL) for

20 min followed by three washes with 1� PBS. Experiments with

Atto647N were performed with an enzymatic oxygen scavenging system

and reducing and oxidizing agents (ROXS) to stabilize dye fluorescence

and reduce blinking (19,20). We used a 5� PBS buffer containing glucose

(300 mM), glycerol (12.5% v/v), and 2 mMTrolox (~12% converted to Tro-

lox quinone by exposure to UV light) that was saturated with argon. Shortly

before measurements were taken, we added Tris (2-carboxyethyl)phosphine

(TCEP, 1mM), glucose oxidase (2 units/mL), and catalase (250 units/mL).

We sealed the Lab-Tek chamber with Parafilm (BRAND, Wertheim, Ger-

many) to avoid reintroduction of atmospheric oxygen. For immobilization

of proteins, purified protein was diluted to a concentration of ~1 ng/ml in

1�PBS and added to a clean Lab-Tek chamber. The solution was incubated

for 20 min and was then replaced by PBS.
DNA plasmids and protein expression

mGFP (21) and mCherry alone and fused to isoleucine zipper soluble

CD95L (IZsCD95L) (22), to sCD95L and to IZ were cloned with a secre-

tion signal and a flag-tag in pIRES-puro2 (CLONTECH, see Supporting

Material for the details). 293T cells were cultured at 37�C and 5% CO2

in a humidified atmosphere in DMEMwithout phenol red (GIBCO, Thermo

Fisher Scientific, Waltham, MA), supplemented with 10% FCS

(BIOCHROM GmbH, Berlin, Germany), 2 mM L-Glutamin (GIBCO),

and 100 units/ml penicillin with 100 mg/ml streptomycin (GIBCO). Cells
Biophysical Journal 109(11) 2352–2362
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were transfected with the different DNA constructs using jetPRIME (VWR

International GmbH, Erlangen, Germany) and medium was replaced 1 day

later. The cell supernatant was collected 2 days after being washed, centri-

fuged, and filtered through a 0.22 mm PVDF-filter (MERCKMillipore, Bill-

erica, MA). Proteins were purified at 4�C using ANTI-FLAG M2 Affinity

Gel and 3� FLAG Peptide (Sigma-Aldrich) diluted in 1� PBS. Flag-Pep-

tide was removed by size exclusion through centrifugation using Amicon

Ultra-0.5 mL Centrifugal Filters (MERCK Millipore). Proteins were kept

at 4�C or on ice and were protected from light until imaging.
Single-molecule imaging

Microscopy imaging was performed at room temperature on a custom total

internal reflection fluorescence (TIRF) microscope equipped with an iXon

plus emCCD camera (Andor, Dublin, Ireland) and a filter set (excitation

dichroic: z488/633 or z532/633, triple-notch 488/532/631-640 nm, detec-

tion dichroic: 640 DCXR) allowing for dual-color excitation and detection

(23). All filters were from AHF Analysentechnik (Tübingen, Germany).

The incoming laser light was s-polarized, so perpendicular to the plane

of incidence defined by the incoming and reflected laser beam. GFP was

excited at 488 nm (PC13781, 40 mW, Spectra-Physics, Darmstadt, Ger-

many), Atto542 and Atto565 at 532 nm (TECGL-30, World Star Tech, Tor-

onto, Canada), and Atto647N at 640 nm (iBEAM-SMART-640-S,

TOPTICA, Munich, Germany). Emission of GFP, Atto542, and Atto565

was passed through the short-wavelength channels BP 512/25, BP 585/65,

and BP 593/46, respectively, and emission of Atto647N was passed through

the long-wavelength channel BP 685/70. For GFP, Atto542, Atto565, and

Atto647N, we acquired 400, 1000, 1000, and 2000 images for each time se-

ries, respectively, and at ~75, 150, 150, and 300 W/cm2 power, respectively.

For GFP, Atto542, and Atto565, images were acquired at 10 Hz using a gain

of 200, and for Atto647N we used 1 Hz and set the gain to 50.
Image processing

In our experiments, the illumination of the region of view was stronger in

the center (Fig. S1 A in the Supporting Material). This feature is inherent

to TIRF illumination and represents only a current technical limitation

that will certainly be improved in the future. As our image analysis

approach requires that all molecules have an equal probability to be

bleached, we subdivided images into smaller regions, where the illumina-

tion strength, estimated from the spot intensity from the first image of the

time series, was similar (Fig. S1 B).
Spot feature extraction

Time series images were analyzed by an extension of the model-based seg-

mentationapproach (24) (seeSupportingMaterial).The spot intensitywasob-

tained by fitting a two-dimensional Gaussian profile. The basal line of the fit

was defined as the backgrounda0. The spot intensitywas obtainedby subtract-

ing a0 from the parameter a1 describing the amplitude of the fitted function.

All intensity traces showing complete photobleaching were considered.
Spot quantification and computer simulations

We used MATLAB (The MathWorks GmbH, Ismaning, Germany) for the

analysis of SMPB intensity profiles and to perform in silico experiments.

To determine the spot number over time, the time point of spot disappear-

ance was automatically extracted by determining when the Gaussian inten-

sity fitting procedure of identified spots failed in consecutive images. We

found that this strategy worked well for our image data (Fig. S2, A–C).

The measured spot number decay N(t) was normalized to 1 at time point

0. Intensity normalization was performed by dividing with the average in-

tensity of the first four time points. For the fit, intensity values until the time
Biophysical Journal 109(11) 2352–2362
point of spot disappearance were included. To fit the average fluorophore

number per complex in our data, we applied least square minimization

with the trust-region method. To simulate random numbers following an

exponential distribution, we calculated the absolute value of the natural log-

arithm of a random number uniformly distributed between 0 and 1. Those

numbers were multiplied by a factor to stretch the distribution on the cor-

responding timescale. To quantify intensity fluctuations, Gaussian function

fits were applied (OriginLab, Northampton, MA).
RESULTS AND DISCUSSION

Theory

Our aim was to identify the fluorophore number in molecule
complexes from SMPB data without counting individual
photobleaching steps. We used two features from the data
that can be easily determined: the total fluorescence inten-
sity I(t) of all the spots within one field, which we normal-
ized to 1 at time point 0, and the number of spots over time
N(t). These two features are intuitively related: whereas I(t)
depends only on the fluorophore properties, N(t) depends on
both the fluorophore properties and the fluorophore number
per spot (Fig. 1 A). The more labels a spot contains, the
longer the spot stays visible because all the labels within
the spot need to be bleached for it to disappear. If p(t) is
the probability for a molecule to be fluorescent at time t,
then the probability for a complex containing n fluorophores
to have disappeared at that time is (1� p(t))n. Therefore, the
probability for a spot to be fluorescent at time t is 1 � (1 �
p(t))n. The measured fluorescence intensity I(t) represents
an approximation of p(t). Hence, the spot number N(t),
normalized to 1 at time 0, can be derived from the intensity
I(t) as in the following:

N(t) ¼ 1 � (1 � I(t))n. (1)

Although the total intensity of the spots decays immedi-
ately at the start of imaging, the spot number decay shows
a plateau before decay for spots containing more than one
fluorophore. The more labels a spot contains, the longer
this plateau lasts (Fig. 1 B).

From the measured intensity of a spot population Idata(t),
one can determine the expected spot number over time
Nexp(k,t) using Eq. 1 for any fluorophore number k. We hy-
pothesized that we could estimate the true fluorophore
number n by fitting Nexp(k,t) to the measured spot number
decay Ndata(n,t). For this, we estimated the parameter k that
minimized the following equation:

Xtx

t¼ 0

�
Ndataðn; tÞ � Nexpðk; tÞ

�2
; (2)

where k is a real number, tx is the time when all spots are

bleached, and Nexp(k,t) is the following:

Nexp(k, t) ¼ 1 � (1 � Idata(t))
k. (3)



FIGURE 1 (A) Scheme of 8 spots containing 1 (monomer), 3 (trimer), or 10 (decamer) fluorophores per spot. When half of the fluorophores in a spot

population are photobleached (50% fluorescence), half of the monomers, but statistically only 12.5% trimers are fully photobleached. For decamers,

0.1% of the spots would be fully photobleached in this case. Graphs are simulations of SMPB intensity-time traces of a single spot with 1, 3, or 10 fluoro-

phores (see section simulations below). (B) Theoretical spot number and intensity decay for different fluorophore numbers per spot. The fluorescence in-

tensity from a population of molecules was assumed to decay exponentially over time (red line). Because of the normalization to 1 at time 0, the

intensity decay is the same in all three cases shown here. Although the spot number decay equals the intensity decay for a fluorophore number n ¼ 1

(blue circles), the spot number decay displays a clear lag phase for complexes with fluorophore numbers larger than 1 (blue line).

Spot Number and Intensity Correlation 2355
In SMPB experiments that are analyzed by counting pho-
tobleaching steps, the obtained histogram is often inter-
preted assuming a second parameter, the fluorescent
fraction of labels (10–12). This can be realized with our
approach using the same formalism as above because a fluo-
rescent fraction a at time 0 is equivalent to a delay in the
start of the measurement of a sample having 100% fluores-
cent labels at time 0. The intensity at time 0 with a fluores-
cent fraction a is equal to a*I(0). This means that Eq. 1
remains valid with a time shift Dt.

NfractionðtÞ ¼ 1� ð1� Iðt þ DtÞÞn
¼ 1� ð1� IðtÞ � aÞn;with

I ¼ ½0; 1�
Ið0Þ ¼ 1

a ¼ ½0; 1�:

By normalizing this spot number decay to 1 at time
point 0, one can derive the expected number of spots
over time for a fluorophore number k using Eq. 4 in the
following:

Nexpðk;a; tÞ ¼ 1� ð1� IdataðtÞ � aÞk
1� ð1� aÞk (4)

Compared with the photobleaching step-counting approach,
the method presented here relates the kinetics of spot disap-
pearance with the intensity decay, we thus termed our
method spot number and intensity correlation (SONIC).
Counting fluorophores on DNA standards

To validate our method, we used mono- and tetra-DNA
probes containing one (Fig. 2 A) and four (Fig. 2 B) fluoro-
phore labels with Atto542, Atto565, or Atto647N. First, we
estimated their degree of labeling using absorption spec-
trometry (Table 1). The calculated labeling efficiency was
close to four for tetra-Atto565 and tetra-Atto647N, and to
Biophysical Journal 109(11) 2352–2362



FIGURE 2 (A) DNA probes with single dye that carried a biotin and a fluorescent dye on the same DNA strand. (B) DNA probes with four dyes that con-

tained a biotinylated strand and a complementary one carrying the dyes. (C) Example SMPB intensity-time traces of DNA mono probes and (D) tetra probes

labeled with Atto542, Atto565, and Atto647N. In addition to the expected photobleaching steps, transient shifts of mean intensity could be observed (see

arrows for mono-Atto647N). (E) Time series images of tetra-Atto542 probes and mono-Atto542 probes. Scale bar ¼ 1 mm. (F) Fluorescence intensity

and spot number quantification of time series images from (E). Although the intensity decay occurs on the same timescale for both DNA probes, the

spot number decay was slower than the intensity decay for the tetra-Atto542 probe, and both decays overlapped for the mono-Atto542 probe. Eqs. 2 and

3 were used for spot number fits (light blue triangles). To see this figure in color, go online.
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one for the mono-DNA probes. The only exception was for
the tetra-Atto542, with 5.4 5 1.1. As the negative charges
of the DNA and the dye exclude a nonspecific interaction,
and as there are only four binding sites on the DNA, an over-
TABLE 1 Fluorophore number estimates of Atto-labeled DNA prob

Method/DNA Probe Mono-Atto542 Mono-Atto565 Mono-A

DOLa 0.9 5 0.2 0.9 5 0.2 1.1 5

Intensity ratio,

high snr

1.11 5 0.06

(n ¼ 5)

1.20 5 0.07

(n ¼ 5)

1.04 5

(n

SONIC, high snr 1.07 5 0.09

(n ¼ 5)

1.23 5 0.11

(n ¼ 5)

1.14 5

(n

SONIC, low snr 1.01 5 0.11

(n ¼ 14)

1.25 5 0.22

(n ¼ 15)

1.10 5

(n

n, number of image regions; snr, spot number per image region.
aEnsemble degree of labeling with an estimated error of 20%.

Biophysical Journal 109(11) 2352–2362
lap of the peaks of labeled DNA and free dye is likely the
source for this high value. DNA probe imaging and spot
quantification are described in the experimental section.
Two different spot densities were measured, with an average
es

tto647N Tetra-Atto542 Tetra-Atto565 Tetra-Atto647N

0.2 5.4 5 1.1 3.9 5 0.8 3.7 5 0.7

0.05

¼ 3)

3.76 5 0.20

(n ¼ 5)

4.80 5 0.25

(n ¼ 5)

4.00 5 0.08

(n ¼ 6)

0.15

¼ 3)

3.92 5 0.42

(n ¼ 5)

4.52 5 0.64

(n ¼ 5)

4.31 5 0.59

(n ¼ 6)

0.23

¼ 8)

4.06 5 0.96

(n ¼ 21)

4.12 5 1.12

(n ¼ 14)
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number per image region of 415 19 spots and 105 2 spots
and with total spot numbers ranging between 108 and 333
for the different DNA probes (Fig. S3). As expected,
we observed one photobleaching step with mono probes
and up to four photobleaching steps with tetra probes
(Fig. 2, C and D). To note, transient changes of the mean in-
tensity could be observed for Atto647N probes (see arrows
in Fig. 2 C), likely representing two different emitting
states/spectral forms of the fluorophore (19,20). First, as
we could reasonably identify photobleaching steps with
the different Atto-dyes, we measured the mean of the initial
intensities and the mean of intensities of step that visually
corresponded to single photobleaching events. This was per-
formed for the experiments with the high number of spots
per image region. From their ratio, we then estimated the
fluorophore number of the different probes (Table 1). The
obtained average fluorophore number per spot for Atto542
and Atto647N probes were in good agreement with the ex-
pected ones, but they were higher than expected for the
Atto565 probe.

We then compared those results with the estimation
generated by the SONIC approach. For this, we measured
the spot number over time as described in the experimental
section and estimated the fluorophore number by fitting this
measured spot number decay to the one calculated from the
intensity decay (Eqs. 2 and 3). Fig. 2 E shows image regions
of mono-Atto542 and of tetra-Atto542 probes. Despite
similar intensity decays, the spot number decay of tetra-
Atto542 was clearly delayed compared with the one of
mono-Atto542 (Fig. 2 F). For those example images, the
estimated average fluorophore number was 0.95 5 0.04
(fit5 95% confidence interval) for the mono-Atto542 probe
and 3.7 5 0.1 for the tetra-Atto542 probe. We performed
this analysis for the different acquired fields, the different
probes, and the two different spot densities. The obtained
values were in good agreement with the expected fluoro-
phore numbers and also with the estimated ones from the in-
tensity ratio approach (Table 1). In particular, the ranking of
the fluorophore number with the different dyes was the
same, with slightly higher fluorophore number estimates
for mono- and tetra-Atto565 probes. Therefore, we
concluded that using the SONIC approach, the number of
fluorophores could be easily and automatically determined
without bias.
Identifying the degree of multimerization
of GFP-tagged proteins

We next aimed at testing our method using GFP, which gen-
erates less photons than the organic dyes used above. We
analyzed the oligomerization of the soluble form of the
TNF family member CD95L (sCD95L), which, contrary
to its membrane counterpart, is a poor inducer of apoptosis.
Soluble CD95L was reported to form trimeric assemblies, as
determined by biochemical cross-linking with Western blot-
ting and gel filtration (25,26). Here, we asked if sCD95L re-
mains trimeric when diluted to picomolar concentration, or
if it dissociates into monomers as proposed for the related
ligand TNF-a (27,28). For this, we genetically fused the
ligand to flag-tagged GFP (GFP-sCD95L) and compared
it to three different GFP-fusions: a trimeric reference
protein termed isoleucine zipper (29) (GFP-IZ), the strong
apoptosis inducer IZsCD95L (25) (GFP-IZsCD95L), and
monomeric GFP alone. Recombinant proteins were ex-
pressed and secreted by HEK 293T cells and purified by
affinity chromatography. The integrity of the protein was
checked by Western blotting. Although GFP, GFP-IZ, and
GFP-sCD95L looked intact, GFP-IZsCD95L showed
proteolytic cleavage of 8% of the full-length protein
(Fig. S4). Fluorescence correlation spectroscopy (FCS),
fluorescence cross-correlation spectroscopy, and biochem-
ical cross-linking withWestern blotting confirmed the multi-
meric state of GFP-tagged and mCherry-tagged IZ,
sCD95L, and IZsCD95L in the nanomolar range (Figs. S5
and S6).

We imaged immobilized GFP-tagged proteins on glass
and measured a total number of 88, 392, 237, and 192 spots
and a mean spot number of 10 5 3, 10 5 3, 11 5 3, and
10 5 3 per region for GFP, GFP-IZ, GFP-sCD95L, and
GFP-IZsCD95L, respectively, analogous to our measure-
ments with DNA probes at sparse density. We observed
individual photobleaching traces of sCD95L, IZ, and
IZsCD95L fused to GFP with up to three bleaching steps
whereas GFP molecules showed only single-step photo-
bleaching (Fig. 3 A).

By applying the SONIC approach, we estimated a mean
fluorophore number of 1.15 5 0.54, 3.07 5 0.70, and
2.97 5 1.19 for GFP, GFP-IZ, and GFP-sCD95L spots,
respectively (5 SD of different regions, see Fig. 3, B and
C). For GFP-IZsCD95L, the estimated fluorophore number
was 2.72 5 0.80 when assuming a labeling fraction of
100% (p ¼ 1) and was 2.94 5 0.89 when using Eq. 4
assuming a ¼ 0.92. We concluded from these results, that
sCD95L is trimeric even when diluted to the picomolar
range. Therefore, sCD95L trimers appear more stable
than the human TNF-a and glucocorticoid-induced
TNFR-related ligand (27,28,30–32). Moreover, although
IZ-sCD95L is a more potent inducer of apoptosis than
sCD95L, our observation indicates that the oligomerization
degree alone is not sufficient to explain the activity differ-
ence, similar to what has been reported previously (25,26).
We designed our experiments so that we could compare
the proteins of interest with monomeric and trimeric calibra-
tions. Notably, we observed that the fitted fluorophore
numbers were actually matching the expected ones, indi-
cating a close to complete maturation of the GFP. This con-
trasts with previous SMPB studies that interpret the
distribution of photobleaching step counts in terms of a
limited maturation of the fluorescent protein or labeling de-
gree, with fractions ranging between 0.5 and 0.8 (11,13,33).
Biophysical Journal 109(11) 2352–2362



FIGURE 3 (A) Examples of intensity traces over time showing one photobleaching step for GFP and three photobleaching steps (arrows) for GFP-IZ, GFP-

sCD95L, and GFP-IZsCD95L. (B) Snapshots of time series images of GFP-sCD95L. Scale bar ¼ 1 mm. (C) Fluorescence intensity and spot number quan-

tification of time series images from (B). The fit of the spot number from the intensity data was made using Eqs. 2 and 3 and predicted a fluorophore number of

2.98 5 0.31 (5 95% confidence interval).
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Our observation would rather be consistent with the typical
assumption of complete maturation made in the photon
counting approach using FCS (2). A possible explanation
is that the expression system used here may have led to
higher GFP maturation than protein expression in bacteria
or in Xenopus oocytes, often used for SMPB. Further
work with samples that are compatible with different quan-
titative approaches like SMPB and FCS will certainly scru-
tinize this aspect.
Accuracy and precision of the SONIC approach

To investigate the potential bias and the sensitivity of our
analysis approach, we applied it to simulated data. To mimic
intensity traces over time, we generated random, exponen-
tially distributed values that define the time point of fluoro-
phore photobleaching. The mean intensity of each
fluorophore was assumed to be 1 before and 0 after photo-
bleaching. To estimate the relevant intensity fluctuations
for the simulations, we measured the intensity distribution
of the different dyes used in this study. Intensity fluctuations
were reasonably described by a Gaussian distribution with a
standard deviation normalized to the mean ranging from 0.1
for Atto-dyes to 0.4 for GFP (Fig. S7). Therefore, in simu-
lations, intensity fluctuations were introduced by adding
random values from Gaussian distributions centered at 0.

In the following, we investigated the potential bias and
the sensitivity of our approach depending on the fluorophore
number, noise, number of spots per image, and image num-
ber. Moreover, several biophysical effects such as the
blinking, homo-FRET, effect of laser polarization, and con-
strained rotational diffusion or optical limitations such as
Biophysical Journal 109(11) 2352–2362
the distance of the fluorophore from the glass can affect
the experiment. Although testing all the effects would go
beyond the scope of the study, we investigated the limits
of the approach with blinking fluorophores. Furthermore,
we explored the bias introduced by low labeling efficiencies.

First, to explore the range of fluorophore numbers that
can be analyzed with our method, we simulated 20 times
the photobleaching of 10 spots. Fluorophore numbers
were varied from n ¼ 1 to 30 with intensity fluctuations
of s ¼ 0.4. Strikingly, the mean value of the estimated fluo-
rophore number corresponded to the expected one over the
whole range (Fig. 4 A). Thus, although future work will be
needed to test the experimental validity, the SONIC
approach may be used to estimate large fluorophore
numbers.

Next, we tested the accuracy of the method for increasing
intensity fluctuations s by estimating the fluorophore
numbers n¼ 1, 3, and 10. Whereas for n¼ 1 the fluorophore
number was correctly estimated and independent of inten-
sity fluctuations, correct estimates were obtained for n ¼ 3
and n ¼ 10 for s lower than 1, which we observed experi-
mentally. The fluorophore numbers were underestimated
only if s became larger than 1 (Fig. 4 B).

Besides, we also observed that the mean intensity of the
different traces within a region fluctuated (Fig. S8). Apart
from inhomogeneous illumination of the field, other sources
may contribute to this effect such as varying distance of the
dyes from the glass or the constrained rotational mobility of
the dye. As explained in Fig. S8, we estimated the spread of
this variation, leading to a standard deviation of smean ¼
0.15 times the intensity mean. By applying the SONIC anal-
ysis on simulations of 10 replicates with each 14 spots,



FIGURE 4 Effect of increasing intensity fluctua-

tions, fluorophore numbers, and spot numbers on

the bias and sensitivity. (A–C) Simulation of the

photobleaching of 10 spots in 20 replicates and flu-

orophore number estimates (kmin) were obtained

using the SONIC approach. (A) The red line indi-

cates mean 5 SD of kmin values overlapped with

the expected number (black), indicating the

absence of bias. (B) Mean 5 SD (shaded area)

of kmin for n ¼ 1, 3, or 10 fluorophores, and for

increasing Gaussian intensity fluctuations s. Note

that kmin for n ¼ 3 and 10 starts deviating from ex-

pected values (dashed line) for s above 1.0.

(C) The relative standard deviation (SD/n) remains

constant when plotted against the simulated fluoro-

phore number per spot and is independent of tested

intensity fluctuations s ¼ 0, 0.2, 0.4, or 0.8.

(D) Spots with n ¼ 4 fluorophores were simulated

in 5, 10, or 30 replicates for increasing spot number

and fitted using the SONIC approach. The SD of

kmin values gradually decreased with the spot num-

ber. To see this figure in color, go online.
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containing intensity fluctuations s ¼ 0.10 and mean inten-
sity variations smean ¼ 0.15, we correctly predicted the flu-
orophore numbers n ¼ 1, 4, and 10 with 1.0 5 0.1, 4.1 5
0.7, and 10.0 5 1.6. Thus, fluctuations of mean intensities
between traces in the range of the experimentally observed
one did not bias the determination of the fluorophore num-
ber. Furthermore, this indicated that the homogeneity of
trace intensities within each region was sufficient for an ac-
curate analysis. This simulation may also indicate that the
estimations provided by the approach would be accurate
when molecules differ in their vertical position. In this
case, wide-field and laser-scanning excitation could be an
alternative to total internal reflection excitation as they
would allow a more uniform illumination around the focal
plane. In particular, the decrease of the signal to noise ratio
with those approaches may be compensated by the robust-
ness to noise of the SONIC analysis (Fig. 4 B).

To characterize the precision of the approach depending
on both the fluorophore number and intensity fluctuations,
we simulated spots with fluorophore numbers up to 30 as
before and set the noise level of the signal to s ¼ 0.0, 0.2,
0.4, or 0.8. Notably, we observed that the relative standard
deviation of the estimated fluorophore number remained
constant for increasing fluorophore number and did not
depend on the degree of noise (Fig. 4 C). In our SMPB mea-
surements of tetra-DNA probes, we noticed that the standard
deviation of the fitted fluorophore number decreased when
the mean spot number per region increased from 10 to 30.
To check the relevance of this observation, we applied our
analysis on simulated spots with four fluorophores, for
spot numbers per replicate from 1 to 30 and for different
replicate numbers. Although robust, unbiased estimates
could be obtained with spot numbers starting from ~7
(Fig. S9), increasing the spot number per region, but not
the replicate number, improved the precision of the fluoro-
phore number estimation, explaining the experimentally
observed differences (Fig. 4 D).

Blinking is a typical biophysical behavior of fluorescent
molecules. The dyes used in this study rarely showed strong
blinking events. We would like to note that blinking occur-
ring on a timescale that is much faster than the experimental
frame duration would be averaged in the intensity traces and
should therefore have no influence on the SONIC outcome.
Nevertheless, to get further insights into the impact of blink-
ing, we simulated scenarios with different blinking rates that
generate clearly visible effects on the intensity traces
(Fig. S10). From them, we observed that rare and short-lived
off-states were tolerated by the SONIC approach (Fig. S10,
A, B, and E) and that frequent blinking and long-lived off-
states can lead to overestimation of the fluorophore number
(Fig. S10, C and D). Thus, to estimate the fluorophore num-
ber/stoichiometry of molecule complexes using the SONIC
approach, we recommend the use of dyes showing no pro-
nounced blinking, or instead, the use of buffers in which
blinking is attenuated.

One important aspect of our method is that it is based on
the average behavior of several traces. As a consequence, on
the other hand, when deviations from the theoretical
Biophysical Journal 109(11) 2352–2362
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behavior are biased in one direction, such as blinking that
shifts down the average intensity without affecting the
spot number, they can bias the outcome of the SONIC
approach. Likewise, we observed that blinking between
two spectral forms of the dye can also lead to overestimation
of the fluorophore number, as tested through simulations
(Fig. S11, A and B). However, the intensity shifts experi-
mentally seen with Atto647N should not have affected the
estimation (Fig. S11 C). On the other hand, when deviations
from the theoretical behavior are distributed symmetrically
around the mean, such as with noise or fluctuations of initial
intensities, they should not bias the results (Fig. 4 B).

Finally, in SMPB experiments, a low labeling efficiency,
for example, because of photobleached molecules before the
start of the experiment or because of nonmature fluorescent
proteins, would lead to a systematic underestimation of the
fluorophore number if not taken into account. To assess the
extent of this underestimation, we simulated photobleaching
of insufficiently labeled complexes for n ¼ 1 to 30 fluoro-
phores per spot, which was achieved by randomly assigning
intensity values of fluorophores in the population to zero.
First, we chose a labeling fraction of a ¼ 0.7, close to re-
ported values (34). We then fitted the fluorophore number
assuming a ¼ 1 using Eqs. 2 and 3. As anticipated, the flu-
orophore number was underestimated with the exception of
n¼ 1, for which the estimation was correct (Fig. 5 A). Inter-
estingly, we observed that the fluorophore number estimates
corresponded well to the product of the expected fluoro-
phore number with the labeling fraction (kmin,a ¼ n * a,
Fig. 5 A). Second, we confirmed this observation for
different labeling fractions and for different fluorophore
numbers (Fig. S12 A). We also observed that both parame-
ters k and a cannot be fitted simultaneously (Fig. S12 B).
Nonetheless, when we imposed the known value of the la-
beling fraction in the fit, as tested for six different labeling
degrees ranging from a ¼ 0.5 to 1 and for fluorophore
numbers of n ¼ 1, 3, and 10, respectively, then we globally
obtained the expected mean fluorophore number (Fig. 5 B).
Thus, when assuming a ¼ 1, the approach delivers an esti-
mate of the product of the real labeling fraction with the flu-
orophore number n that one would observe if a was 1. To
Biophysical Journal 109(11) 2352–2362
summarize this part, the fluorophore number per spot can
be estimated without bias if the labeling fraction is a priori
known, for example when this fraction is experimentally
controlled (35) or measured with a well-characterized cali-
bration (13). Alternatively, one could also use the approach
to estimate the labeling fraction from complexes of known
stoichiometry.

From this last observation, we foresee potential applica-
tions of the approach in live cell imaging. From our experi-
ence, a typical limitation of SMPB in cells is the presence of
autofluorescence that can strongly compete with the specific
signal. In case this autofluorescence bleaches faster than the
signal of interest, one could define a new time 0 for the anal-
ysis of the signal when autofluorescence becomes insignifi-
cant. Although one would miss the first bleaching events,
one could extrapolate the fluorescence intensity decay to
the time when illumination starts to estimate the fraction
of fluorescence lost during the autofluorescence time win-
dow. This estimate could then be used in Eq. 4 to derive
the fluorophore number. Testing this workflow on fixed cells
will be a first step toward that aim. In living cells, one addi-
tionally needs to account for receptor movements. The strat-
egy presented in this study used the intensity traces of
individual spots and therefore, the analysis of moving com-
plexes would involve spot tracking. Alternatively, because
the SONIC approach only requires the number of spots
over time and their total intensity, one could extract the in-
tensity without identification of individual spots and there-
fore without tracking. The main requirement will be that
the spots remain within the field of illumination during the
experiment and experience on average the same photo-
bleaching probability.
CONCLUSIONS

The developed SONIC method represents a novel approach,
to our knowledge, to estimate fluorophore numbers from
SMPB data. By relating the spot number decay to the inten-
sity decay, we can accurately measure the average fluoro-
phore number from DNA probes containing one or four
Atto-dyes and determine the trimeric state of GFP-tagged
FIGURE 5 Influence of the labeling fraction on

the determination of the fluorophore number. Simu-

lations of 14 spots containing intensity fluctuations

s ¼ 0.4. Mean and SD of 10 replicates. (A) Simula-

tion for different fluorophore numbers n where 70%

of fluorophores in the spot population are visible

(a ¼ 0.7). The fit assuming a ¼ 1, using Eqs. 2

and 3 (blue line) led to an underestimation of the

true fluorophore number (gray line) by a factor cor-

responding to the labeling fraction (black line),

except for n ¼ 1. (B) Simulation of spots with

n ¼ 1, 3, and 10 fluorophores. When the value of

the labeling fraction is imposed in the fit using

Eq. 4, the fluorophore number can be correctly esti-

mated. To see this figure in color, go online.
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sCD95L at picomolar concentration. Although the analysis
generates an absolute estimate of the fluorophore number,
it should be performed with the consideration of labeling
efficiency that can be determined by use of calibration con-
structs. Taken together, the straightforward implementation
of the SONIC approach, not requiring the detection of all
photobleaching steps from SMPB data and its potential to
estimate the fluorophore number even for high numbers
makes it an attractive alternative to step detection
approaches.
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