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ABSTRACT

Asteroseismology is an exceptional tool for studying stars by using the properties of observed modes of oscil-
lation. So far the process of performing an asteroseismic analysis of a star has remained somewhat esoteric and
inaccessible to non-experts. In this software paper we describe PBjam, an open-source Python package for ana-
lyzing the frequency spectra of solar-like oscillators in a simple but principled and automated way. The aim of
PBjam is to provide a set of easy-to-use tools to extract information about the radial and quadropole oscillations
in stars that oscillate like the Sun, which may then be used to infer bulk properties such as stellar mass, radius
and age or even structure. Asteroseismology and its data analysis methods are becoming increasingly important
as space-based photometric observatories are producing a wealth of new data, allowing asteroseismology to be
applied in a wide range of contexts such as exoplanet, stellar structure and evolution, and Galactic population
studies.

Keywords: software — data analysis — asteroseismology — solar-like oscillators

1. INTRODUCTION

In the past few decades asteroseismology1 has become an
important tool for characterizing stars. The frequencies of
modes in which many different stars oscillate are sensitive
probes of their physical properties (Aerts et al. 2010; Chap-
lin & Miglio 2013). These mode frequencies are used as

Corresponding author: M. B. Nielsen
m.b.nielsen.1@bham.ac.uk

∗ Release 1.0.0. https://doi.org/10.5281/zenodo.4300079
1 Helioseismology in the case of the Sun.

observational constraints in stellar modeling (see, e.g., Ap-
pourchaux et al. 2012; Davies et al. 2016; Lund et al. 2017,
for recent examples from Kepler), where they routinely al-
low for estimates of the physical properties of stars down to
the percent level (see, e.g., Metcalfe et al. 2012; Lebreton &
Goupil 2014; Silva Aguirre et al. 2017). The types of oscil-
lations that a star can exhibit vary widely depending on its
physical properties (Handler 2013), but in the following we
will focus on stars that oscillate like the Sun, namely those
with convective layers at the surface.

Asteroseismology uses time series from two main sources:
either radial velocity or photometric intensity. These ob-
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servations stem from what is now a multitude of different
ground- and space-based observatories and projects, includ-
ing the ground based GONG (Harvey et al. 1996), BiSON
(Hale et al. 2016) and SONG (Grundahl et al. 2017) projects,
and the SOHO (Domingo et al. 1995), CoRoT (Baglin et al.
2009), Kepler (Borucki et al. 2010) and TESS (Ricker et al.
2014) spacecraft. Analysis of the observations from this mul-
titude of telescopes is in principle possible in the time domain
(Foreman-Mackey et al. 2017), but this remains computation-
ally expensive. Asteroseismology of stars that oscillate like
the Sun is therefore typically performed in frequency space,
where the oscillations modes are often readily visible.

In cool main-sequence (MS) stars like the Sun, as well as in
sub-giant (SG) and red giant (RG) stars, the oscillations that
are most clearly visible are acoustic p-modes (Garcı́a & Bal-
lot 2019). These are stochastically excited, damped harmonic
oscillations, which take the form of a set of semi-regularly
spaced near-Lorentzian peaks in the power spectrum (Tas-
soul 1980; Anderson et al. 1990). The central frequencies
of these peaks correspond to the resonance frequencies of
the star, which can be compared to the frequencies of stellar
structure models and so allow constraints to be placed on the
properties of the star (e.g. Brown et al. 1994; Silva Aguirre
et al. 2015; Angelou et al. 2017).

The measurement of the oscillation mode frequencies, also
known as “peakbagging”, is the overall aim of PBjam2. This
is typically done by fitting a parametric model to the power
spectrum of the photometric time series, for example, for
each individual star (Appourchaux 2003; Davies et al. 2014;
Corsaro & De Ridder 2014). This process involves two main
parts: the mode identification and the model fitting, where
the mode identification step informs the choice of the para-
metric model of the spectrum that is then fit to to the observed
oscillation spectrum.

Identifying the oscillation frequencies is often done man-
ually and requires some knowledge of how the modes may
appear at a given evolutionary stage of the star. The modes
in most oscillating stars are described using spherical har-
monic functions of angular degree l and azimuthal order m,
each of which have a number of overtones of radial order,
n. The mode identification requires assigning unique labels
(n, l,m) to the modes that are visible in the spectrum. This
is particularly difficult in SG and RG stars where the modes
start coupling to the internal gravity modes (g-modes, see,
e.g., Mosser et al. 2012), and thereby start rapidly varying
in frequency as the star evolves. For F-type stars the mode
widths increase substantially compared to cooler stars (Ap-
pourchaux et al. 2014), blending the l = 2, 0 modes in the
spectrum and making them appear almost identical to the

2 Documentation and usage instructions are available at https://pbjam.
readthedocs.io

l = 1 modes, thus any distinction is difficult (Appourchaux
et al. 2008; Benomar et al. 2009; White et al. 2012). Both
these cases as well as simpler ones, like Sun-like stars, also
become further complicated when the signal-to-noise ratio
(SNR) of the observations is low.

Following the mode identification, the next step is fitting
the chosen model to the spectrum of the oscillation frequen-
cies. Finding the model that has the highest probability of
explaining the observed spectrum can often be computation-
ally expensive. This is especially true for observations made
by the Kepler spacecraft, which observed more than 20, 000
oscillating stars for several years with a cadence of ≈ 30 min-
utes (see, e.g., Yu et al. 2018), and several hundred with a
shorter cadence of ≈ 1 minute (Lund et al. 2017; Serenelli
et al. 2017). The spectra of many of these stars still need
to be analyzed in detail. Furthermore, at the time of writ-
ing TESS is continuously producing new time series of stars
across almost the entire sky, and with the future launch of
the PLATO (Rauer et al. 2014) mission, a fast and automated
method of peakbagging is becoming increasingly important.

With PBjamwe focus on solving these two issues for solar-
like oscillators in an automated fashion. These stars are the
most numerous type of oscillator, and include MS stars with
masses . 1.6 M� and the vast majority of SG and RG stars.
The former are of particular interest in, e.g., exoplanet stud-
ies (Lundkvist et al. 2016; Huber et al. 2019), and the lat-
ter for probing Galactic populations due to their visibility at
great distances (Miglio et al. 2013; Mathur et al. 2016). In
addition, with the automation in PBjam we also aim to make
asteroseismology accessible to non-specialists, thereby en-
abling its use in a wider range of contexts. The following
refers to PBjam v1.0.03.

2. PEAKBAGGING WITH PBjam

The purpose of peakbagging is the measurement of the
oscillation mode frequencies of a star. An example spec-
trum is shown in Fig. 1, where the modes of the RG star
KIC44487774 are shown in terms of their SNR, which is the
height of the mode peaks relative to the surrounding noise
floor. The modes are centered around a characteristic fre-
quency, νmax, and their SNR drops off rapidly toward higher
and lower frequencies. This is usually called the p-mode en-
velope.

The modes that are sufficiently excited to become visible
vary depending on the physical properties of the star, as do
the frequencies of the modes themselves. The number of vis-
ible radial orders depends on the SNR of the observations
but typically range from just a few in the low SNR cases, to
≈ 10 − 15 in the best cases (Lund et al. 2017; Chaplin et al.

3 For the latest version see https://github.com/grd349/PBjam
4 Additional examples can be found in the PBjam GitHub repository.

https://pbjam.readthedocs.io
https://pbjam.readthedocs.io
https://github.com/grd349/PBjam
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Figure 1. Left: SNR spectrum of the star KIC4448777 shown in light grey, and the smoothed spectrum in dark grey. The spectrum consists
of a regular series of radial (l = 0) and quadropole modes (l = 2) modes shown by dashed lines. These are the modes that PBjam attempts
to model. The overall power in the p-mode envelope can be approximated by a Gaussian centered on νmax. Right: The spectrum shown as
an échelle diagram, where the frequency axis is shown modulo the large separation, ∆ν = 16.97 µHz, showing the repeating mode pattern as
distinct ridges. The points show the mode frequencies shown in the left frame, with the same color code.

2020). The visibility of the modes also decreases with in-
creasing l (see, e.g., Christensen-Dalsgaard & Gough 1982),
and so usually only l = 0, 1 and 2 are observed and rarely
l = 3 (Appourchaux et al. 2012). For each l there are 2l + 1
modes with azimuthal order −l ≤ m ≤ l which may become
split in terms of frequency due to rotation of the star (Gizon
& Solanki 2003; Ballot et al. 2007). The spectrum model
therefore typically has a large number of variables, and some
kind of parameterization of the model is usually necessary.

Several methods of parameterization have been used pre-
viously to study stellar power spectra (see, e.g., Ballot et al.
2011b; Appourchaux et al. 2012; Handberg & Campante
2011; Lund et al. 2017; Corsaro 2019). With this version
of PBjam the objective is to measure the mode frequencies of
the l = 0, m = 0 and l = 2, m = 0 modes, which are high-
lighted in Fig. 1. These modes contain information about the
stellar properties for a large range of spectral types and evolu-
tionary stages. The parameterization that is used in PBjam is
therefore greatly simplified compared to other studies, as ef-
fects such as rotation and mode asymmetry are ignored (see,
e.g., Davies et al. 2015; Benomar et al. 2018a,b). Most sig-
nificantly however, is that the l = 1 modes are not included in
the PBjam peakbagging. These modes require special treat-
ment to be fit accurately in an automated fashion across all
evolutionary stages of a solar-like oscillator. This is partic-
ularly relevant for SG and RG stars, where g-modes in the
deep stellar interior start to couple with the l = 1 p-modes, re-
sulting in a complicated pattern of mixed mode frequencies,
which makes even manual mode identification challenging
and an automated approach more so (see, e.g, Appourchaux

2020). We aim to include the l = 1 treatment in future re-
leases of PBjam, as they carry useful information about rota-
tion and help to further constrain stellar ages (Metcalfe et al.
2010; Deheuvels & Michel 2011). However, the l = 0 cannot
couple to any gravity modes, and strong coupling of the l = 2
p- and g-modes is only rarely observed (Mosser et al. 2020,
in prep), and so these mode pairs consistently appear with a
near-regular pattern, at a rough interval called the large fre-
quency separation, ∆ν. This makes them far easier to identify
in an automated fashion, and only using these mode frequen-
cies is sufficient to determine the stellar mass and radius to a
precision of a few percent, and to estimate the stellar age to
within ∼ 10 − 20% (Davies & Miglio 2016; McKeever et al.
2019; Buldgen et al. 2019). Figure 1 shows the spectrum of
the star KIC4448777 where the l = 0, 2 pairs are highlighted.
The repeating pattern appears clearly by showing the mode
frequencies modulo the large separation, where the l = 0 and
l = 2 modes align as ridges. Only some of the l = 1 modes
adhere to the same repeating pattern, while others are shifted
due to the coupling with the internal gravity waves.

The choice of spectrum model and the mode identification
determines the set of fit parameters, θ, and so to find the best-
fit model we map the posterior probability

P(θ|D) ∝ P(D|θ)P(θ), (1)

where P(θ) is the constraint on the fit parameters given any
prior knowledge, and P(D|θ) is the probability of observing
the data D given the model. If we use a more informal syn-
tax then P(θ) is what we know already about what the mode
frequencies should be, P(D|θ) is what the power spectrum
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Figure 2. Diagram of the PBjam peakbagging process. The input
parameters are shown in Table 1. The output oscillation mode pa-
rameters include the mode frequencies, heights and widths along
with their uncertainties.

or any other observations tell us about what the mode fre-
quencies are. The posterior probability, P(θ|D), is what we
ultimately care about: the combination of our existing knowl-
edge and our new knowledge.

3. CORE PBjam CLASSES

The main functionality in PBjam is the mode identifica-
tion and model fitting, and it is currently comprised of three
connected classes: KDE and Asy peakbag which perform the
mode identification and encode the prior knowledge of the
modes, and Peakbag which performs the final model fit but
with minimal influence from the prior. Provided with a set
of basic inputs shown in Table 1, these classes are run in se-
quence to produce an estimate of the mode frequencies in the
spectrum. The three steps can be executed automatically by
PBjam, but each may still be executed individually if needed.
The automated process in PBjam is illustrated in Fig. 2, with
detailed descriptions in the following sections. The outputs
of each step are summarized in Fig. 4.

3.1. KDE - encoding prior knowledge

This section discusses the details of KDE. The two main
functions of KDE are to construct a function that approximates
our prior knowledge, and to provide initial guesses for the fit
parameters used in the following step in Asy peakbag (see
Section 3.2). The parameters, θ, that KDE defines a prior for,
are therefore dependent on which inputs Asy peakbag re-

quires (see Table 1). The methodology may, however, be ap-
plied to a variety of parameterisations of the spectrum model,
and we will therefore keep the notation in this section more
general.

3.1.1. Using a kernel density estimate as a prior

The first part of KDE is to construct a prior function that
encodes our knowledge of how the mode frequencies behave
at various stages of stellar evolution.

This is done by computing a multivariate kernel density
estimate (KDE) of θ, based on fits to previously observed
targets from Kepler5. This sample is shown in Fig. 3 for a
subset of the parameters used in Asy peakbag. Provided the
sample of previous observations covers the physically mean-
ingful range in parameter space, the resulting KDE captures
the covariance of the different parameters in the fit. This
yields a continuous function which approximates the prior,
P(θ).

Constructing a KDE is fundamentally a data smoothing
problem. Here we use a multivariate KDE with a bandwidth
for each of the fit parameters, θ, of the asymptotic relation
and a few others (see Section 3.2). This gives full control
over the degree of smoothing of the prior data. The KDE is
constructed as

P(θ) ∝
1
K

K∑
i=1

QH(θ − θi), (2)

where θi is the parameters of one of K previously fit stars
used to construct the prior. QH is the bandwidth matrix for
which we use a multivariate Gaussian covariance matrix with
all off-axis elements set to zero (sometimes called a D-type
kernel):

QH(θ) = (2π)−
d
2 |H|−

1
2 exp−

1
2
θT H−1θ, (3)

where d is the number of dimensions of the multivariate
KDE. Here, H is a d × d diagonal matrix

H = diag(q2
1, . . . , q

2
d), (4)

where qi is a scalar and typically referred to as the bandwidth
of one of the model parameters.

Computing the KDE is done using the statsmodels6

Python package (Seabold & Perktold 2010). This package
also determines the optimal bandwidth for each fit parameter
using a cross validated maximum likelihood approach. The
cross validation is performed on a subset of the ∼ 100 nearest
neighbours of the target star in terms of νmax. This subset is

5 Future versions of PBjam will include CoRoT and TESS observations
6 https://www.statsmodels.org/stable/index.html

https://www.statsmodels.org/stable/index.html
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Figure 3. Corner plot of parameters in the Asy peakbag model. The diagonal shows the distribution of each model parameter, for stars in
the current sample used by the KDE class to generate a prior. The off-diagonal frames show the correlations between the different parameters.
All parameters except ε are on logarithmic scales. While all 13 288 stars in our sample are shown, for clarity we only show a subset of the
parameters. For a full list and description of the parameters see Table 1.

chosen from a range of up to ±20σ, where σ is the uncer-
tainty on the input νmax. This approach creates a KDE where
the optimal bandwidth varies inversely with the local density
of prior data points, depending on the target star. The effect
is to reduce the bandwidth in regions of the prior sample with
many stars, while increasing the bandwidth in regions where
we have few samples, i.e. little knowledge. The bandwidth is
optimized every time a new fit is performed, and the prior is
therefore expected to become more informative as we popu-
late the different regions of the prior sample. We intend this
to be an on-going process as new stars are continuously be-

ing observed and investigated. However, the bandwidth can
be scaled by the user, which may be necessary where the
prior sample is particularly sparse, for example at low νmax

(. 20 µHz).
An example of the resulting probability distributions of the

l = 0 modes determined by the KDE class are shown in the top
frame of Fig. 4.

3.1.2. Estimating the most probable starting point

The second function of KDE is to estimate the most proba-
ble region in parameter space for Asy peakbag to start. This
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Figure 4. Outputs of the three main classes in PBjam: KDE, Asy peakbag, and Peakbag. In all the frames the grey curve is the smoothed SNR
spectrum of KIC4448777. Top: the output of KDE is a probability distribution showing the location of the radial (l = 0) modes, based on what
the prior sample predicts. This stage is independent of the observed spectrum. Middle: The asymptotic relation is fit to the spectrum, using the
probability distribution from KDE as input. A sample of 50 models drawn from the posterior distribution of the fit is shown in red. Bottom: The
mode frequencies define the frequency ranges to be considered in the final peakbag step, where each l = 0, 2 pair is then fit independently. For
each pair 50 models drawn from the posterior distributions are shown in red.

is done by sampling P(θ|D) shown in Eq. 1. The prior, P(θ),
is approximated using a KDE as shown above, which leaves
the likelihood P(D|θ). At this stage we use the input parame-
ters, shown in Table 1, as the observational data, D. These in-
put parameters are: the frequency of maximum power of the
p-mode envelope, νmax, the frequency difference of consecu-
tive overtones, ∆ν, the effective temperature of the star, Teff

and the Gaia photometric color index GBP−GRP (Evans et al.
2018). The likelihood is the joint probability estimated by a
series of normal distributions given by these input parame-
ters and their uncertainties. The uncertainties on the inputs
are thereby accounted for when estimating the initial start-
ing location. Since Teff and GBP −GRP contain much of the
same information for characterizing a star, only one of these
parameters need be provided. In the event that only one of
these parameters is available, PBjam assumes a very wide,
uninformative prior on the missing parameter.

Sampling the posterior, P(θ|D), is done using the affine-
invariant MCMC sampler from the emcee7 (Foreman-
Mackey et al. 2013) package. The resulting percentile val-
ues of the marginalized posterior of each parameter are then
passed to Asy peakbag as the initial starting location in pa-
rameter space.

3.2. Asy peakbag - Initial guesses from the asymptotic
relation

This section discusses the details of Asy peakbag, which
fits the asymptotic relation (see, e.g., Mosser et al. 2015) to
the spectrum, using the output of the KDE class. This in turn
provides the most probable frequency intervals for the final
stage of peakbagging (see Section 3.3).
Asy peakbag essentially performs a highly constrained

peakbagging fit, which may in principle be used to estimate
the mode frequencies on its own. However, the asymptotic
relation used here is not a complete description of the mode

7 https://emcee.readthedocs.io/en/stable/

https://emcee.readthedocs.io/en/stable/
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frequencies, and so will not capture detailed variations re-
lated to, e.g., acoustic glitches (Mazumdar et al. 2014; Vrard
& Cunha 2019) and coupling to g-modes in the deep inte-
rior of the star (Mosser et al. 2017). Furthermore, any error
estimates on the asymptotic fit parameters will be highly cor-
related. Asy peakbag is therefore best used to simply define
a credible frequency range of the individual modes, and to
identify the angular degree, for more detailed peakbagging
later (for example using the Peakbag class).

In this case the spectrum model, M(θ, ν), consists of a sum
of Lorentzian profiles, one for each visible mode in the spec-
trum (Anderson et al. 1990). For the purposes of PBjam we
treat the (n, l = 0) and (n − 1, l = 2) as a pair, where n repre-
sents the visible radial orders in the spectrum.

The model for Asy peakbag is then

M (θ, ν) = b +

N∑
n=1

hn,0

1 + 4
w2 (ν − νn,0)2

+
hn−1,2

1 + 4
w2 (ν − νn−1,2)2

.

(5)
We fit Eq. 5 to the SNR spectrum of a star and we there-

fore assume that the constant term b = 1. The SNR spectrum
is the power spectrum divided by the background noise level,
which is approximated by a running median of the power
spectrum8. The precise treatment of the background noise
level caused by granulation and long period variability may
influence the measurement of the mode frequencies. How-
ever, the method applied here is sufficient for the purposes of
setting credible frequency ranges for later detailed peakbag-
ging.

Rather than fitting a series of free parameters for each
mode in Eq. 5, we use the asymptotic relation to encode
our expectation of the mode pattern in solar-like oscillators.
The mode frequencies are then given by

νn,0 =
(
n + ε + α

2 (n − nmax)2
)
∆ν

νn−1,2 = νn,0 − δν02,
(6)

where ε is commonly referred to as a frequency offset, or
phase term, and nmax = νmax/∆ν − ε (e.g., Kjeldsen et al.
2005). The parameter, α, is the scale of the second order
variation of the modes frequencies between each radial order.
The frequency of the quadrupole, l = 2, modes are offset
from the radial modes by δν02, which is assumed constant
for all the radial orders in the fit.

The relative mode heights, in terms of SNR, are approxi-
mated by a Gaussian envelope,

hn,0 = Hmax exp
(
−0.5 (ν − νmax)2 /W2

env

)
,

hn−1,2 = 0.7 hn,0,
(7)

8 See https://docs.lightkurve.org/api/lightkurve.periodogram.Periodogram.
html

where Wenv is the p-mode envelope width, and Hmax is the
envelope height. The heights of the l = 2 modes are scaled
by a factor of 0.7, relative to those of the l = 0 modes (Ballot
et al. 2011a). This approximates the reduced visibility due to
geometric cancellation as the degree l of the modes increases.

The widths of the Lorentzian profiles are known to be a
function of Teff , νmax, and mode frequency (see, e.g., Ap-
pourchaux et al. 2014). However, precisely modeling these
requires several additional parameters. This adds complex-
ity to the model, which for the purposes of Asy peakbag is
unnecessary, and we therefore simply approximate the mode
widths by a single constant value of w for all modes.

With Asy peakbag we also evaluate the posterior shown
in equation Eq. 1, however here we add the additional con-
straints from the power spectrum, i.e., the model fit.

This means that the logarithm of the posterior probability
can be written as

ln P(θ|D) ∝ lnL(θ) + ln P(θ), (8)

where P(θ) is given by Eq. 2 and L(θ) is the observational
constraints given by

lnL(θ) = lnLS(θ) + lnLO(θ). (9)

The log-likelihood lnLS(θ) is the constraint from the
power spectrum. The power in a frequency bin of the power
spectrum is Gamma distributed with a shape parameter α = 1
and scale parameter β = 1/M(θ, ν), and so the log-likelihood
may be computed by (see, e.g., Woodard 1984; Duvall &
Harvey 1986)

lnLS (θ) = −

J∑
j=1

ln M
(
θ, ν j

)
+

S j

M
(
θ, ν j

) , (10)

where S j is the power in frequency bin j, and J is the total
number of frequency bins in the spectrum.

Here, the log-likelihood lnLO(θ) is from the addi-
tional observational parameters where, similarly to KDE,
Asy peakbag also uses Teff and GBP −GRP. However, νmax

and ∆ν are now only used as fit parameters, with the only
constraint on these parameters coming from the prior and the
spectrum, and not from the user input. This prevents double-
counting the information from the input νmax and ∆ν and the
spectrum itself, as the former is often derived from the same
spectrum that is being fit. The constraints from Teff and
GBP − GRP, are again simply a sum of normal distributions
with mean values and standard deviations equal to the inputs
provided by the user.

The KDE that represents the prior, P(θ), is constructed
from a sample of 13 288 Kepler stars ranging from RG stars
with a νmax ≈ 30 µHz to MS stars at νmax ≈ 4000 µHz (see

https://docs.lightkurve.org/api/lightkurve.periodogram.Periodogram.html
https://docs.lightkurve.org/api/lightkurve.periodogram.Periodogram.html
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Table 1. Fit parameters in KDE and Asy peakbag. Parameters
marked with † are required input values which must be computed or
estimated by the user, in order to start KDE. Variables marked with
∗ are only used to remove degeneracies in the asymptotic relation,
and are not part of the spectrum model itself.

Parameter Description
Teff

∗† Effective surface temperature of the star.
GBP −GRP

∗† Gaia photometric color index.
∆ν† Frequency difference of modes with the

same l, but consecutive n.
νmax

† Frequency of maximum power of the p-
mode envelope.

ε Radial order phase term.
δν02 Frequency difference of l = 0 and l = 2

modes.
α Scale (curvature) of radial order variation

with frequency.
Hmax Height of the p-mode envelope.
Wenv Width in frequency of the p-mode enve-

lope.
w Width in frequency of the modes.

Fig. 3) that were previously fit using Eq. 5. This sample9

is compiled from the White et al. (2011), Silva Aguirre et al.
(2015), Serenelli et al. (2017), Lund et al. (2017), and Yu
et al. (2018) catalogs, with the intent that more are added as
they become available.

To sample the parameter space spanned by θ, PBjam can
use either the emcee or CPNest10 (Veitch et al. 2017) pack-
ages, either of which provide an estimate of the posterior
probability distribution P(θ|D). The marginalized posterior
distributions of the fit parameters are then passed to the next
step, Peakbag.

An example of fitting the asymptotic relation to the spec-
trum of KIC4448777 can be seen in the middle frame of Fig.
4.

3.3. Peakbag - pair-by-pair mode fitting

The final part of the process is to relax the majority of
the parametrization used in Asy peakbag, thereby providing
a relatively unconstrained estimate of the mode frequencies
and their uncertainties. This allows PBjam to capture small
variations in the mode frequencies, that are not accounted for
by the asymptotic relation.

We start our description of the Peakbag spectrum model
by once again only considering the l = 0, 2 pairs as is done
in with Asy peakbag, and we can therefore use Eq. 5. How-
ever, in the Peakbag model we only consider the frequency

9 Available in machine readable format https://github.com/grd349/PBjam/

blob/master/pbjam/data/prior data.csv.
10 https://johnveitch.github.io/cpnest/

range near the l = 0, 2 pairs, and not the range in between the
pairs that is typically occupied by the l = 1 modes. This is
done to speed up this final peakbagging step. In the follow-
ing, the l = 0, 2 pairs are therefore treated independently,
and for simplicity we will simply denote each (n, l = 0),
(n−1, l = 2) pair as (n, 0), (n, 2), so that n is now the pair num-
ber and not the radial order. We then have a model, Mn(ν),
for each mode pair and a small segment of the spectrum sur-
rounding them (see bottom frame of Fig. 4).

In Peakbag we use PyMC3 (Salvatier et al. 2016) to sam-
ple the posterior distribution. PyMC3 is a probabilistic pro-
gramming language and so we will adopt consistent notation
here. This allows us to set up random variables to describe
the model parameters. The mode frequencies of a pair n are
then given by

νn,l ∼ N(νasy
n,l , (0.03∆ν)2) for l = 0, 2, (11)

which denotes νn,0 and νn,2 as random variables that are
distributed according to a normal distribution with mean
mode frequencies, νasy

n,l , from Asy peakbag, and variances
of (0.03∆ν)2.

If we were to turn Eq. 11 into a PyMC3 model and draw
samples from it, we would get posterior distributions that
are normally distributed with mean values equivalent to the
Asy peakbag predictions and standard deviations that are
3% of ∆ν.

We use the same arrangement for mode heights and widths.
However, these parameters can only take on positive values,
and so to encode this knowledge we use log-normal distribu-
tions instead. As the prior mean values we again use the es-
timates from Asy peakbag. However, for the mode heights
we use standard deviation of 0.4 dex, and 1 dex for the mode
line widths. The large range for the latter is required since the
line widths vary widely with frequency across the p-mode en-
velope, and may be much smaller or larger than the approxi-
mate mean value estimated by Asy peakbag.

The mode heights are then

hn,l ∼ logN
(
log hasy

n,l , 0.16
)

for l = 0, 2. (12)

Similarly for the line widths

wn,l ∼ logN
(
log wasy, 1.0

)
for l = 0, 2. (13)

We construct a prior for the background bn in a similar
fashion. As above, we are working with the SNR spectrum
and so the background should be unity. However, the flatten-
ing becomes an increasingly bad approximation as the SNR
ratio of the modes increases. This is typically a small effect,
but to provide a more robust result we allow the background
term for each pair of modes to vary independently, while still
being consistent with the same log-normal distribution. We
therefore set up the background prior as

bn ∼ logN (0, 0.16). (14)

https://github.com/grd349/PBjam/blob/master/pbjam/data/prior_data.csv
https://github.com/grd349/PBjam/blob/master/pbjam/data/prior_data.csv
https://johnveitch.github.io/cpnest/
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The final step of building our PyMC3 model is adding the
constraint from the spectrum itself. As with Asy peakbag
we assume that the power in each bin is drawn from a Gamma
distribution, however, here the scale parameter β = 1/Mn(ν),
which defines a model for each mode pair n. In PyMC3 termi-
nology the spectrum constraint is then imposed by

S n ∼ γ(1, 1/Mn(ν)). (15)

This completes our PyMC3 model, and we use the No U-
turn Sampler (NUTS) to draw samples from the posterior
probability distribution. An example of the models sampled
by Peakbag is shown in the bottom frame of Fig. 4. The
output is in the form of summary statistics of each parameter
posterior distribution. As a guide to the user, one of the out-
put metrics is the ratio of the prior (Eq. 11) and the posterior
widths of the mode frequencies. For modes where this ratio is
∼ 1 the inference is influenced mainly by the prior, and like-
wise when the ratio is > 1 the spectrum provides the most
information. The former often being the case for low SNR
modes, and the latter for high SNR modes. While PBjam
does not make any selection based on this metric, we suggest
that modes with prior to posterior width ratios greater than
≈ 2 can be used to select modes where the spectrum dom-
inates the inference. However, even when the inference is
informed predominantly by the prior, the resulting mode fre-
quency may still be used as a constraint on stellar models. It
then simply reflects the estimate gained from the asymptotic
relation shown in Eq. 6, but with larger uncertainties than if
the spectrum also contributes to the inference.

4. CONCLUSION

The current version of PBjam is suitable for measuring the
l = 0 and l = 2 mode frequencies from main-sequence stars
up to red-giant stars. This is done by using the expected pat-
tern of the mode frequencies, provided by the asymptotic re-
lation and the wealth of asteroseismic data provided by space
missions such as Kepler. Apart from providing a few input
parameters, the mode frequencies are peakbagged in a com-
pletely automated fashion. This allows non-expert users to
obtain seismic constraints for a wide range of problems that
involve solar-like oscillators.

This sample of prior targets used by PBjam contains 13 288
stars observed by Kepler. As shown in Fig. 3 this sample
currently contains predominantly red giant stars, and only
few main-sequence stars. This is due to telemetry restric-
tions on the Kepler spacecraft, which limited the number
of targets that could be observed in high cadence mode.
Main-sequence stars typically have oscillation frequencies
& 1000 µHz, and so oscillations were only detected in a few
hundred of these stars. It is our goal to keep updating the
sample of observed targets as they are observed and peak-
bagged. The TESS mission is promising to contribute sub-

stantially in the respect, as the observing strategy covers al-
most the entire sky, and includes many bright sub-giant and
main-sequence stars.

The main limitation of the current version of PBjam is that
it does not consider the l = 1 modes. While, the l = 0, 2
mode pairs alone are sufficient to constrain stellar models to
a precision of a few percent in mass and radius, and 10−20%
in age, the l = 1 mode frequencies will provide much tighter
constraints. The coupling of the l = 1 p-modes to the internal
gravity dominated oscillations and how these change as the
star evolves, is the main issue with fitting these modes. Pre-
vious work by Kallinger (2019), Corsaro et al. (2020), Ap-
pourchaux (2020) among others, have sought to address this
issue in an automated fashion. These methods tend to use
mode-by-mode significance tests of the peaks in the spec-
trum, followed by a comparison with the asymptotic relation
to identify both the l = 0, 2 pairs and subsequently the l = 1
modes.

The aim of PBjam is to create a generative model that
leverages the information from the whole p-mode envelope
at once, and which scales evenly from the main-sequence up
to the red giant branch. This has largely been achieved for
the l = 0, 2 pairs in the current version, by first establish-
ing the prior frequency range from the asymptotic relation,
and then subsequently releasing those constraints. However,
applying this approach for fitting the l = 1 modes requires
that the knowledge of the expected mode pattern is accu-
rate. While this is comparatively straightforward for main-
sequence stars, and to an extent red giant stars (Vrard et al.
2016), it is less so for sub-giants. For these stars even small
errors in the l = 1 peakbagging can have large effects on the
resulting stellar parameters (see, e.g, Li et al. 2020). Extend-
ing the application of prior information, as is done in PBjam,
to potentially incorporate the approaches mentioned above is
one possible solution. We leave this investigation to the next
release of PBjam.

Software: astropy (Astropy Collaboration et al. 2018),
corner (Foreman-Mackey et al. 2016), CPNest (Veitch et al.
2017) emcee (Foreman-Mackey et al. 2013), matplotlib
(Hunter 2007), numpy (Oliphant 2006), lightkurve (Bar-
entsen et al. 2019), pandas (Reback et al. 2020), Python
(Van Rossum & Drake Jr 1995) pymc3 (Salvatier et al. 2016),
scipy (Virtanen et al. 2020), sklearn (Pedregosa et al. 2011),
statsmodels (Seabold & Perktold 2010)
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